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Abstract 

An unsupervised method that utilizes a combination of statistical and machine learning techniques 

is presented in order to classify statistically independent rainstorm events and create a limited 

number of design hyetographs for the Water Division of Thrace in Greece. The whole process 

includes the necessary steps from importing raw precipitation time series data to producing the 

initially unknown optimal number of representative design hyetographs. These hyetographs can be 

used for stochastic simulation, water resources planning, water quality assessment and global 

change studying. The present type of analysis is applied for the first time on data from a Greek 

region and, in addition, it presents certain characteristics of a more general applicability. Namely, 

the method employed is fully unsupervised, as no empirical knowledge of local rainfalls is 

implicated or any arbitrary introduction of quartiles for grouping. Also, the critical time duration of 

no precipitation between rainstorm events is not defined in advance, as is the case in the pertinent 

literature. 
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1. INTRODUCTION 

Knowledge about the temporal distribution of rainfall is essential in current methods of water 

resources management such as drainage design, erosion control, water quality assessment and 

global change studies. A typical methodology includes the determination of total duration and 

height of rainfall and disaggregation of this height using a temporal pattern that represents the 

expected internal rainfall structure, the design hyetograph (DH). Veneciano and Villani (1999) 

provided categorization of methods for the production of design hyetographs, distinguishing four 

types. The first two methods are based on intensity-duration-frequency curves, the third method is 

based on standardized profiles derived from rainfall records and the last method relies on stochastic 

rainfall models via simulation. The first three methods are used more frequently. 

Huff (1967) presented a probabilistic method, in which storm data are classified using the quartile 

where the maximum intensity occurs. More details about the development and utility of Huff’s 

curves in disaggregation and stochastic simulation can be found in the literature (Bonta and Rao, 

1987; Bonta and Shahalam, 2003; Bonta, 2004a, 2004b; Vandenberghe et al., 2010). A necessary 

step prior to the construction of Huff’s curves is the extraction of individual rainstorm events from 

precipitation time series. Huff used a six-hour fixed Critical time Duration (CD) of no precipitation 

to separate these events, and many researchers followed the same approach (Loukas and Quick, 

1996; Williams-Sether et al., 2004; Azli and Rao, 2010; Dolšak et al., 2016), although Bonta (2001) 
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showed that CD has seasonal variability. The determination of rainfall temporal distribution is dealt 

with in this paper by means of machine learning methods.  

Applications of machine learning using hydro-meteorological data, in general, has been dealt within 

the literature, in terms of supervised methods trained on big datasets, such as infilling erosivity 

values (Vantas and Sidiropoulos, 2017) or to create more accurate models than widely used 

formulae, such as the flow velocity prediction (Kitsikoudis et al., 2015). The use of unsupervised 

methods in relation to the special issue of temporal distribution of rainfall is scarce. Self-organized 

maps have been applied to a small data-set to estimate design storms (Lin and Wu, 2007) and k-

means clustering has been used to create a predefined number of rainfall patterns (Nojumuddin and 

Yusop, 2015). 

This paper presents an original, controlled, fully reproducible, unsupervised method that produces 

automatically and objectively the optimal number of DHs using precipitation records. This method 

comprises of the following steps: a) Raw precipitation data is cleaned from noise and errors. b) CD 

is determined on the basis of a Poisson process hypothesis. c) A temporal model of CD is 

constructed with the above rainfall data. d) Unitless Cumulative Hyetographs (UCH) are compiled 

and Principal Components Analysis (PCA) is applied to the UCH’s. e) Agglomerative hierarchical 

clustering is applied on the principal components (HCPC). f) The number of clusters is determined 

by repetitive statistical comparisons between the centers of the clusters already produced at the 

previous steps. g) Finally, a limited number of DHs is produced that represents the rainstorm 

records. 

 

2. MATERIAL AND METHODS 

2.1 Study area and Dataset 

The study region, located to the north-east Greece (Fig 1.), extends to an area of 11,243 km2 that 

covers the Water Division of Thrace. It is delimited by the boundaries of Greece, Bulgaria and 

Turkey on the north and east, by the Thracian Sea on the south and by the watershed of Nestos 

River on the west. 

  

Figure 1. Location of the study area and the 13 meteorological stations from the Greek National 

Databank for Hydro-meteorological Information. 
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The climate is predominantly Mediterranean and annual rainfall ranges from 500 mm in coastal and 

insular areas to 1000 mm in the northern mountainous areas (Ministry of Environment and Energy, 

2013). The data utilized in the analysis was taken from the Greek National Databank for Hydro-

meteorological Information (Vafeiadis et al., 1994) and came from 13 meteorological stations. The 

data coverage was 37%, on average (Table 1). The time series comprised a total of 413 years of 

pluviograph records with a time step of 30 minutes for the time period from 1956 to 1997. The time 

series rainfall records were checked for consistency and errors which were: a) There were repetitive 

values, where the same rainfall was recorded over a long-time period, and these were set to zero, b) 

there were records of aggregated values, where the time step was larger than 30 min, and these were 

removed, c) there were records where the time step was 5 min and these where aggregated to 30 

min, d) probably due to the initial digitization of the pluviometers’ bands, there were values near 

zero (i.e. ≪ 0.01 mm) which were set to zero. 

 

TABLE 1. Meteorological stations location, pluviograph records data coverage and duration. 

 
ID Name Lat () Long () 

Elevation 

 (m) 

Data Length 

 (yr) 
From To 

Data  

Coverage 

1 200249 TOXOTES 41.09 24.79 75 41 1956 1997 62% 

2 200259 MIKRO DEREIO 41.32 26.10 116 24 1973 1997 63% 

3 200260 FERRES 40.90 26.17 43 35 1962 1997 56% 

4 200263 DIDYMOTEIXO 41.35 26.50 25 41 1955 1996 62% 

5 200311 PARANESTI 41.27 24.50 122 36 1960 1996 65% 

6 500250 GRATINI 41.14 25.53 120 31 1965 1996 21% 

7 500251 KECHROS 41.23 25.86 700 31 1965 1996 20% 

8 500253 MIKRA KSIDIA 41.13 25.64 70 31 1965 1996 25% 

9 500262 THERMES 41.35 25.01 440 31 1965 1996 21% 

10 500265 GERAKAS 41.20 24.83 308 31 1965 1996 26% 

11 500267 ORAIO 41.27 24.83 656 31 1965 1996 18% 

12 500272 SEMELH 41.09 24.84 65 24 1968 1992 21% 

13 500273 CHRYSOUPOLI 40.99 24.69 15 26 1966 1992 16% 

 

2.2 Storm identification 

A Poisson process hypothesis is assumed for the division of the precipitation time series to 

statistically-independent rainstorm events, in which: a) the events’ interarrival times 𝑡𝛼 that come 

from the same month are distributed exponentially, b) the events are separated by a monthly, 

constant, minimum Critical time Duration of no precipitation, 𝐶𝐷, and c) there is a seasonal pattern 

for 𝐶𝐷 in the area of interest. The probability density function of 𝑡𝛼  is (Restrepo-Posada and 

Eagleson, 1982): 

𝑓(𝑡𝑎) = 𝜔 ⋅ 𝑒−𝜔⋅𝑡𝛼 ,    𝑡𝑎 ≥ 0 (1) 

where ω is the average storm arrival rate and: 

𝑡𝑎 = 𝑡𝑟 + 𝑡𝑏 (2) 

where 𝑡𝑟 is the storm duration and 𝑡𝑏 is the dry time between rainstorms. The estimation of 𝐶𝐷 is 

based on an iterative procedure of statistical tests where inter-month data per station are used to 

ensure homogeneity (Koutsoyiannis and Xanthopoulos, 1990). In Algorithm 1, Appendix, a vector 

of test 𝐶𝐷 values is used to compute 𝑡𝛼 values and �̂� is estimated from this sample of values. Then 

a non-parametric bootstrap method (Babu and Rao, 2004) that utilizes the one-sample Kolmogorov-

Smirnov test (William, 1971) is applied to test the goodness-of-fit, only if the sample size is 

moderate to large (i.e. ≥ 50), because the data suffer from significant proportions of missing values. 
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Finally, a temporal, sinusoidal model for the Water Division’s 𝐶𝐷 values per month is fitted 

(Equation 4, Algorithm 1). 

2.3 Development of Unitless Cumulative Hyetographs and Principal Components Analysis 

The rainstorms are extracted from the dataset using the monthly 𝐶𝐷 values obtained from the fitted 

model of Algorithm 1. The general approach given by Bonta (2004) is followed and only the events 

with duration greater than 3 hours and cumulative rainfall greater than 12.7 mm are used in the 

analysis. The hyetographs of the rainstorms that meet these criteria are transformed to unitless form 

in which a) the time expresses the percentage of the rainstorm duration and b) the cumulative 

rainfall expresses the percentage of total rainstorm height. Because the UCHs’ vectors in this form 

have variable length, linear interpolation is applied to compute the unitless cumulative rainfall for 

every 1% of unitless time values. Finally, a matrix of UCHs, 𝑼 is produced with the values of 

unitless cumulative rainfall, with every row representing the rainstorm and every column the 

unitless time values.  

Because the time variables (i.e. the 𝑚 columns of the 𝑼 matrix) are highly correlated, Principal 

Component Analysis (PCA, Pearson, 1901) is applied to reduce the dimensionality of the data to a 

few dimensions. The number of dimensions to retain is determined using the proportion of total 

variance of the data explained (Jolliffe, 1986). In this analysis this level is set to 99.5%, to ensure 

that almost all the information from UCHs will be preserved. 

2.4 Clustering Analysis  

The Hopkins index, 𝐻 (Lawson and Jurs, 1990), for clustering tendency is applied, because all the 

clustering algorithms can return clusters even if there was no structure in the 𝑼 matrix. The 

computed value of 𝐻 was 0.88, thus it indicates clustering tendency at the 90% confidence level 

(Han et al., 2011). The clustering method applied is Hierarchical Clustering on Principal 

Components (HCPC), using Ward’s minimum variance criterion that minimizes the total within-

cluster variance (Ward, 1963). This criterion was utilized because it is based on the minimum 

variance as is PCA (Husson et. al, 2010). The result is a tree-based representation of the UCHs. 

The number of clusters is selected from the produced hierarchical tree using the top-down iterative 

Algorithm 2, Appendix. At each step of the iteration the dendrogram is cut into different groups of 

UCHs. The center of each group represents a different design hyetograph and these hyetographs, for 

all possible pairs, are tested if are drawn from the same distribution using the two-sample 

Kolmogorov-Smirnov test (William, 1971). Because of the multiple pairwise tests, the p-values that 

resulted are adjusted using the Benjamini and Hochberg method (Benjamini and Hochberg, 1995), 

which controls the false discovery rate. If any of the produced design hyetographs’ p-values is not 

smaller than a predefined significance level α, the procedure stops and the optimal number of 

clusters is found.  Silhouette analysis (Rousseeuw, 1987) was applied to validate the internal 

structure of clustering. 

 

3. RESULTS 

The relation between the p-values and CD-values was found to have a global maximum for every 

station and month, which is a desirable feature of Algorithm 1. The fitted monthly sinusoidal model 

of CD shows a temporal variation during summer months, with an average value of 9 hours, while 

for the rest of the year the same quantity averages 6.5 hours. Using the calculated CD-values a 

population of 1,622 out of 25,377 extracted rainstorms met the criteria of minimum duration and 

cumulative height. From PCA it is concluded that using only the first two dimensions explains 

78.5% of total variance and the first 15 explains 99.5%. The application of Algorithm 2 identifies 

four clusters and some of their statistics are presented in Table 2. The percentiles’ values of the DHs 

are given in Table 3. The first cluster has the highest variance in monthly occurrence, and the 

highest average value of maximum 30 min duration’s intensity. In Figure 2 the clusters’ 10th, 50th 
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and 90th percentiles are shown with the UCHs that belong to them and in Figure 3 the clusters’ 

monthly occurrence. 

 

Figure 2: Results from Algorithm 2. At the top the 10th, 50th and 90th-percentiles dimensionless 

hyetographs curves derived from the four identified clusters. With grey lines are shown the UCHs 

of each cluster.  

 

 
Figure 3. The plot presents the variability of clusters’ monthly occurrence. 
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Figure 4: A comparison between the results from HCPC and Huff’s quartiles clustering. At the top 

the derived dimensionless hyetographs curves are shown. In the middle the UCH’s plots are shown 

using the first two principal components and ellipses around the clusters. At the bottom the 



Protection and restoration of the environment XIV 

 

561 

 

silhouette plots are shown and with red, dashed line the average silhouette width of the clustering 

methods 

TABLE 2. Average values of occurrence of clusters, duration, precipitation height and maximum 30 

min duration’s intensity of clusters’ rainstorms. 
Cluster Occurrence (%) Duration (hr) Prec. (mm) I30max (mm/hr) 

1 12.50 16.25 16.5 20.1 

2 32.80 18.75 19.4 13.0 

3 39.50 19.5 19.5 12.4 

4 15.20 16.5 18.5 16.8 

 

After developing DHs for each station and for every month, correlation matrices were computed, 

utilizing Pearson’s 𝑟 coefficient (Helsel and Hirsch, 1992), using the respective UCHs per cluster. 

These matrices showed very high similarity between a) the DHs per station with 𝑟 ≥  0.98 and b) 

the DHs per month with 𝑟 ≥  0.95. A comparison among HCPC and Huff’s curves is shown in 

Figure 4. Three pairs of the Huff’s curves fail to reject the hypothesis that are drawn from the same 

distribution for both 𝛼 =  0.05 and 𝛼 =  0.10. HCPC results in the clear separation of UHCs, as its 

clusters ellipses are not overlapping and it creates clusters with better internal structure, as average 

sill width is almost two times better. 

4. CONCLUSIONS 

A temporal model of critical dry duration between rainstorms was introduced and implemented and 

a seasonal variability of rainfall patterns is simulated by the proposed method, in contrast to more 

simplified approaches of the literature. The unitless cumulative hyetographs produced were 

subjected to Principal Components Analysis in order to investigate if they can be compressed to a 

few dimensions, due to high correlation values, and it turned out that only a small number of them 

sufficiently explain almost all of the variability. Hierarchical Clustering on Principal Components 

was subsequently applied that yielded a small number of clusters. Clustering tendency and internal 

structure validation was appropriately investigated and documented. Finally, based on the clustering 

analysis four representative design hyetographs were produced. These hyetographs do not exist in 

Greece, especially in a way that covers the various Water Divisions. The proposed methodology 

may be utilized for the systematic production of such hyetographs, also based on intensity-duration-

frequency curves. This method is fully unsupervised, as no prior empirical knowledge is used. 

 

TABLE 3. Design Hyetographs 

Storm 

duration 

(%) 

Cluster 1 Cluster 2 Cluster 3 Cluster 4 

10th 50th 90th 10th 50th 90th 10th 50th 90th 10th 50th 90th 

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

5.0 3.9 15.7 38.4 0.4 3.1 10.0 0.4 1.7 6.6 0.4 1.9 8.1 

10.0 15.0 31.4 63.5 1.6 8.1 19.2 0.8 3.6 12.4 0.8 3.7 14.3 

15.0 29.8 44.9 73.0 3.9 14.9 28.5 1.3 6.0 17.3 1.1 5.5 18.7 

20.0 41.8 55.7 80.4 8.0 22.4 38.2 2.0 8.9 21.8 1.6 7.4 22.2 

25.0 47.8 64.5 86.8 13.5 30.5 48.6 2.9 12.0 26.0 2.2 9.2 25.3 

30.0 52.0 71.4 89.6 20.7 38.9 58.6 4.2 15.7 30.2 2.7 10.9 28.2 

35.0 55.8 76.7 92.2 29.9 46.7 67.6 6.2 20.1 35.1 3.5 12.7 31.0 

40.0 57.5 80.0 93.7 39.5 54.5 76.9 9.6 25.5 41.1 4.3 14.9 33.8 

45.0 60.3 81.8 95.2 47.5 61.8 83.5 13.8 31.6 47.3 5.2 17.6 37.7 

50.0 62.7 83.5 96.2 54.0 68.7 88.2 19.6 39.2 54.2 6.1 21.1 41.7 

55.0 65.2 85.3 96.9 60.0 75.1 92.2 26.9 47.1 63.4 7.7 24.4 45.0 

60.0 68.7 87.4 97.8 64.7 80.4 94.5 34.4 54.2 73.3 10.1 28.3 49.4 

65.0 71.8 89.1 98.3 69.0 84.9 96.0 43.4 62.4 80.9 13.0 33.6 52.6 

70.0 76.0 90.8 98.5 72.8 89.1 97.4 53.1 71.0 87.8 16.9 40.3 56.4 
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Storm 

duration 

(%) 

Cluster 1 Cluster 2 Cluster 3 Cluster 4 

10th 50th 90th 10th 50th 90th 10th 50th 90th 10th 50th 90th 

75.0 79.5 92.5 98.7 77.6 92.3 98.3 62.2 78.5 93.3 22.8 47.7 62.3 

80.0 82.0 94.8 99.1 82.1 94.3 98.9 70.7 85.4 96.3 32.4 56.1 70.8 

85.0 85.5 96.6 99.3 86.7 96.0 99.3 79.0 91.3 98.1 46.2 67.0 81.3 

90.0 89.5 97.7 99.5 91.2 97.5 99.5 86.9 95.5 99.1 60.2 81.1 91.7 

95.0 94.6 98.8 99.7 95.6 98.8 99.8 94.0 98.3 99.6 78.0 92.7 98.3 

100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 

 

APPENDIX 

The analysis and the algorithms were implemented in the R language (R Core Team, 2018) using 

the packages: hydroscoper (Vantas, 2018), FactoMineR, (Lê et al., 2008) and factoextra 

(Kassambara and Mundt, 2017). 
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